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https://github.com/IraKorshunova/folk-rnn
https://folkrnn.org/

RNN-Folk — entradas e
X1 FIER

T:Notes
M:C

* Mdsicas em notagdo ABC

L: 1/4 * Descrita em http://abcnotation.com/

* Padrdo para diversos usos de musica, particularmente o estilo “folk”

K:C
* Composta por duas partes:
C,D,E F|G A B CIDEFG|ABcd]e » Cabegalho de cinco linhas, contendo Id (X), Titulo (T), Compositor (C),
TR DR Métrica (M), Duragdo padrao (L) e Tom (K). Cabe observar que apenas
f g4 | bc'de If g 4d b | ] X, T e K sdo realmente obrigatérios, sendo o M padrdo o compasso 4/4
e o L padrdo a colcheia (1/8 de tempo).
Notes * Notas, em representagdo por letra
-
g#ﬁ £ * Letras maiusculas (C B A) representam a oitava de baixo (logo
= — , m ———— . {FI e {: abaixo da marcagdo numa clave de Sol)
_i' j';"i'd" we = : : 5 Letras minusculas (g f c) representam a oitava de cima
e Uma virgula apés a nota indica que ela esta uma oitava abaixo

Um apdstrofo indica uma oitava acima



http://abcnotation.com/

X:1
T:Note lengths and default note length

e RNN-Folk — entradas e
FIER

L:1/16

A/2 A/ A A2 A3 A4 A6 A7 A8 A12 A15 Al6|]
L:1/8

A/4 A2 A/ AA2 A3 A4 A6 A7 A8 A12 A15]] * Os tempos sdo dados por uma numeragdo multiplicativa apds a
L:1/4 nofa. No exemplo, a primeira linha tem como padrio a semicolcheia (1/16). As
A/8 A/AAJ2 A/ AA2 A3 A4 A6 A7|]

notas da linha possuem os tempos:

Fusa (1/32 ou semicolcheia/2)

Fusa (a barra de divisdo sozinha pode ser tratada como /2)

* Semicolcheia (1/16)

Note lengths and default note length e Colcheia (1/8 ou semicolcheia x 2)

\ * Colcheia + meio-tempo (3/16 ou semicolcheia * 3)
Seminima (1/4 ou semicolcheia * 4)
Seminima + Colcheia (3/8 ou semicolcheia * 6)
Seminima + Colcheia + Semicolcheia (7/16 ou semicolcheia * 7)
Minima (1/2 ou semicolcheia * 8)
Minima + Seminima (3/4 ou semicolcheia * 12)
Minima + Seminima + Colcheia + Semicolcheia (15/16 ou semicolcheia * 15)
Semibreve (1 ou semicolcheia * 16)

f ) \ A A | ! ! ! | |




RNN-Folk — composicao gerada

* Partindo de uma rede treinada com o dataset
obtido em

* A figura de cima representa uma composi¢cao
gerada pelo RNN-Folk

* Afigura de baixo representa a composi¢ao
Paidin O Raifeartaigh (também repetida na
musica The Quaker’s Wife).

* Considereda a composicao de
treinamento mais similar a composicao
gerada



http://thesession.org/

RNN-Folk — composicao gerada

* O resultado apresenta uma forma folk
padrao
* Forma AABB
e 8 tempos em cada compass

* Ambas as partes comegam e terminam em
notas tonicas, apresentam forte repeticao
e variacao de uma melodia base

* No entanto, a composicao hao possui
equivalente no dataset.

* De onde vieram as diferencas? Onde na
rede estdo codificadas as variagoes de
tom, métrica, altura e duragdo das notas?




* A rede RNN-folk € composta por um layer
de entrada, trés layers LSTM
intermediarios e um SOFTMAX de saida

* Os layers de entrada e de saida
correspondem a um vetor binario de

RN N'FO' k — 137 dimensodes, representando:
Arquitetu rada » * transcription (2);
* meter (7);
rede * mode (4);
* measure (5);
* pitch (85);

grouping (9);
and duration (25).



RNN-Folk —
Arquitetura da rede

0 WOy 4 WORO, 4 ) )

oyersnternos £ 0 — oWy LWLl +bl?) 2)
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ot do gt gores e tanh(Wy{? + WihY, + b)) @ iy
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5. 5 5. idsn ssindos 2 h + tanh(c{”) @ o). 5)

gates

o Wy, Wys, Wyo, Wy: peso associado a
entrada e aos gates

*  Whi, Wh, Who, Whc: peso associado
ao estado oculto e aos gates




RNN-Folk —
arquitetura interna

* O layer de saida (SOFTMAX)
implementa a funcao

1 3 |
mostrada p: = softmax (? {Wshi ) + IIIS] (6)
* Trepresenta uma 8
temperatura de amostragem,
dada pelo usuario ao rodar a

rede

* No total teremos 5.599.881
parametros numeéricos




RNN-Folk - treinamento

* O treinamento da rede busca minimizar a
funcao de custo mostrada ao lado, que indica |s]
quao bem um modelo descreve o dataset. L( o 1 log [pt] (
: = —|— E : s(t

* A figura mostra o decaimento da funcao de
custo apds 100 épocas de treinamento.

Sequence Loss

1 1 1 1 1 1 1 1 1 1
1 10 20 30 40 50 &0 70 80 90 100
Epoch



Analise do layer
SOFTMAX

O estado oculto do 32 layer
de LSTM é a entrada do
SOFTMAX

* Os graficos mostram a
amplitude de valores do
LSTM contra as saidas
de SOFTMAX

Amplitude (x 0.5)

Amplitude

Amplitude (x 0.1)
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Analise do layer
SOFTMAX

Amplitude (x 0.5)
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nao aparecem nos dados de
treinamento.
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Analise do layer
SOFTMAX

* Linha 2: W, relativos as linhas 34, 203
e 497 do L3

* Linha 497 tende a aumentar a
probabilidade dos tokens =B,; Ce c;
e reduzir a probabilidade dos tokens _A
e g (ou vice-versa)

* Notas iguais sendo tratadas de forma similar

* As outras linhas também apresentam
probabilidades de tokens similares, mas
demonstram ser opostas em polaridade

* Diversas outras instancias de pesos em L3

sugerem que suas colunas funcionam como
grupos direcionadores do SOFTMAX

Baseado nisso, executou-se uma decomposigado
em valores singulares do vetor W;

Amplitude

Amplitude (x 0.1)

Amplitude (x 0.5)
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Decomposi¢ao de W,
em valores singulares

500
. o 70
* Os maiores valores 3
singulares respondem pela s 25
maior variancia nos 3 10
| =
resultados @ 5
Particularmente, o principal
valor responde por 7,5 vezes 0; T

mais variancia que qualquer 1 10 20 30 40 50 60 70 80 90 100 110 120 130137
outro valor Incex




Analise do layer
SOFTMAX — valores
singulares

* Linha 3: W, relativos aos 5 maiores
valores singulares

O principal valor responde igualmente em
todos os tokens, aumentando a probabilidade
onde seu valor absoluto é maior e atenuando
onde é menor

O segundo valor aumenta a probabilidade dos
guatro modais e reduz dos tokens de trés
oitavas

O terceiro aumenta de diversos tokens de
tempo e alguns multiplicadores (como 2, ou
/2) e reduz a mesmas trés oitavas do anterior
O quarto aumenta de alguns tokens de tons
graves

O quinto aumenta fortemente os tokens de
compasso, e atenua alguns de duragao.

Amplitude

Amplitude (x 0.5)

Amplitude (x 0.1)
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Sequéncias de
estados ocultos
em L3

* Distribuicdo esparsa

* Alguns ativam na entrada
de cada token de
compasso, outros a cada 6

ou 7 passos (a duracao
mais comum de
compasso), outros logo
antes de um token de
repeticdo de compasso

Projetados sobre os 30
maiores valores singulares
de W, a
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Reducao do espaco
vetorial de W,

Ao truncar a soma na
decomposicao de valores
singulares, foi reduzido o
espaco vetorial para os 30
pares de vetores singulares
de maior valor

O compasso se mantém,
bem como a estrutura
AABB, e o inicio e fim em
notas tdnicas, mas uma
maior variacao no tema é
introduzida
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Reducao do espaco
vetorial de W,

Ao contrario, ao reduzir o
espaco em 1 e alterar o
SOFTMAX para Ws < Ws -
OsUsVs', @ melodia perde o
sentido.

Aparentemente o
componente de "direcdo" da
melodia é severamente

dependente dos tokens de
compasso

Os comportamentos internos
de cada parte da melodia nao
parecem ser muito afetados
por essa "lobotomia"




Teste da hipotese anterior

ssssssssssss

* Para testar essa hipdtese, a amostragem
de SOFTMAX é alterada para excluir o
token |

* O resultado é uma melodia de compasso

similar a original, porém sem
direcionamento.




Teste da hipotese anterior

* Ao remover todos os tokens de compasso, ; ,
o resultado perde mais caracteristicas, e e R e
embora mantenha parte da estrutura

* O grafico mostra que diferente do teste

anterior, quase nao ha tentativas de
encerrar o Compasso.




Deslocamento do SOFTMAX

* A partir disso, podemos generalizar o softmax de modo a criar uma
expressao em que possamos avaliar a partir de cada token de saida
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